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Topic And Scope

Computer networks and internets. an overview of concepts,
terminology, and technologies that form the basis for digital
communication in private corporate networks and the global
| nternet
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You Will Learn

e Terminology
e Communication basics
— Media and signals
— Asynchronous and synchronous communication
— Relationships among bandwidth, throughput, and noise

— Freqguency-division and time-division multiplexing
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You Will Learn
(continued)

e Networking and network technologies

— Packet switching

— Framing, parity, and error detection
— Loca and wide area technologies
— Network addressing

— Connection and extension (repeaters, bridges, hubs,
switches)

— Topologies and wiring (star, ring, bus)
— Next-hop forwarding

— Shortest path computation

— Measures of delay and throughput

— Protocol layers

CHA22 - PART 1 5 2003



You Will Learn
(continued)

e [nternets and Internetworking

— Motivation and concept

— Internet Protocol (IP) datagram format and addressing
— Internet routers and routing

— Address binding (ARP)

— Internet control messages (ICMP)

— User Datagram Protocol (UDP)

— Transmission Control Protocol (TCP)

— Protocol ports and demultiplexing
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You Will Learn
(continued)

e Network applications
— Client-server paradigm
— Domain name system (DNYS)
— Filetransfer (FTP)
— Mall transfer (SMTP)
— |IP Telephony
— Remote login (TELNET)
— Woeb technologies and protocols (HTTP, CGI)
— Network security
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What You WIill Not Learn

e Commercial aspects

Products
Vendors
Prices

Network operating systems

e How to purchase/configure/ operate

e How to design/implement protocol software
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Background Required

e Ability to programin C
e Knowledge of low-level programming constructs
— Pointers
— Bit fields in structures
—  Printf
e Familiarity with basic tools
— Text editor

— Compiler/linker/loader
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Background Required
(continued)

e Basic knowledge of operating systems
— Terminology

— Functionality

— Processes and concurrent processing

e Dedgretolearn
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Schedule Of Topics

e Signals, media, bandwidth, throughput, and multiplexing
( ~1 weeks)

e Networking: concepts, technologies ( ~4 weeks)

e [nternetworking fundamentals ( ~5 weeks)

e [nternet applications ( ~5 weeks)
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L abs

e An essential part of the course
e You will gain hands-on experience with
— Network programming and applications
— Packet analysis
— Network measurement
— Socket programming
e | abswill start with network applications right away!
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Motivation For Networking

e |nformation access
e [nteraction among cooperative application programs

e Resource sharing
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Practical Results

e E-mail

e Filetransfer/access

e \Web browsing

e Remote login/execution
e |P Telephony

e The Internet
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What A Network Includes

e Transmission hardware
e Specia-purpose hardware devices
— Interconnect transmission media
— Control transmission
— Run protocol software
e Protocol software
— Encodes and formats data

— Detects and corrects problems
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What A Network Does

e Provides communication that is
— Rediable
— Far
— Efficient
— Secure

— From one application to another
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What A Network Does
(continued)

e Automatically detects and corrects
— Data corruption
— Dataloss
— Duplication
— Out-of-order delivery
e Automatically finds optimal path from source to destination
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Network Programming

e Network allows arbitrary applications to communicate

e Programmer does not need to understand network
technologies

e Network facilities accessed through an Application Program
Interface
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Basic Paradigm For
| nternet Communication

e Establish contact
e Exchange data (bi-directional)

e Terminate contact

CHA22 - PART 1 19 2003



Establishing Contact

e Performed by pair of applications
e One application starts and waits for contact (called server)

e Other application initiates contact (called client)
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| dentifying A Waiting Application

e Conceptually two items specified
— Computer
— Application on that computer
e Terminology
— Computer identified by domain name

— Application identified by program name

CHA22 - PART 1 21 2003



Representations And Trangations

e Humans use names such as
— www.netbook.cs.purdue.edu (computer)
— ftp (application)

e Network protocols require binary values

e Library routines exist to translate from names to numbers
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Example API

Operation Meaning
await_contact used by a server to wait for contact from
a client
make_contact used by a client to contact a server
chame_to_comp used to translate a computer name to an

equivalent internal binary value
appname_to_appnum  used to translate a program name to an
equivalent internal binary value

send used by either client or server to send data
recv used by either client or server to receive data
send_eof used by both client and server after they

have finished sending data
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Example #1: Echo

e Useful for network testing
e Server returns exact copy of data sent

e User on computer X runs

echoserver 22000

e User on another computer runs
echocl i ent X 22000
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Example #2: Chat

e Miniature version of Internet chat service
e Allows two users to communicate

e User on computer X runs
chat server 25000

e User on another computer runs
chatclient X 25000
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Example Application: Web Server

e User on computer X runs
webserver 27000

e User on another computer runs browser and enters URL.:
http:// X:27000/index.html
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Example Code Using API: Echoserver

/* echoserver.c */

#i nclude <stdlib. h>
#i ncl ude <stdio. h>
#i ncl ude <cnai api . h>
#i ncl ude "w n32. h"

#def i ne BUFFS ZE 256

*
*
* Program echoserver

* Purpose: wait for a connection froman echoclient and echo data
* Usage: echoser ver <appnunm»

*

*

*/
I nt
nai n(int argc, char *argv[])
{
connecti on conn;
I nt | en;
char buf f [ BUFFS ZE ;
if (argc !'=2) {
(void) fprintf(stderr, "usage: 9% <appnun¥®\n", argv[Q]);
exit(l);
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Echoserver (2 of 2)

/* wait for a connection froman echo client */
conn = awai t_cont act ((appnun) atoi (argv[1]));
if (conn < 0)
exit(l);
/* iterate, echoing all data received until end of file */
whil e((len = recv(conn, buff, BUFFSZE, 0)) > 0)
(void) send(conn, buff, len, 0);

send_eof (conn) ;
return O;

e Actually works on the Internet
e API calls replace conventional 1/0

e No networking knowledge required
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Example Code Using API: Webserver

[* webserver.c */

#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>
# ncl ude <ti ne. h>

#i ncl ude <cnai api . h>
#i ncl ude "w n32. h"

i1 defined(LINJ9 || defined(SLARS

#i ncl ude <sys/tine. h>

#endi f

#defi ne BUFFS ZE 256

#def i ne SERVER NAME "CONA Deno VWb Server”

#def i ne BRRCR 400 " <head></ head><body><ht nh ><h1>Eror 400</ h1><p>The server \
coul dn’t understand your request. </ ht mh></body>\ n"

#defi ne BRRCR 404 " <head></ head><body><ht nh ><h1>Eror 404</ h1><p>Docunent \
not found. </ ht nh></ body>\ n"

#def i ne HME PACE " <head></ head><body><ht nh ><h1>\| cone to the ONAI Deno \

Server </ h1><p>Wy not visit: <ul><i><a href=\"http://netbook. cs. purdue. edu\
\">Net book Hone Page</a><li><a href=\"http://ww coner books. com" >Coner \
Books Hone Page<a></ ul ></ ht nh ></ body>\ n"

#defi ne TI ME PACE " <head></ head><body><ht ni ><h1>The current date is: %</ hl>\
</ ht mh ></ body>\ n"
I nt recvl n(connection, char *, int);
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Webserver (2 of 6)

TSy ey g gy g g g g g S g 0 0 i N e S S S
* Program webser ver
* Purpose: serve hard-coded webpages to web clients
* |bage:  webserver <appnunm»
K o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
*/
I nt
nai n(int argc, char *argv[])
{
connecti on conn;
I nt n;
char buf f[ BUFFS ZE|, cnd[ 16], pat h[64], vers[16];
char *tinestr;

#if defined(LINJKX) || defined(SAAR S
struct tineva tv;

#el i f defi ned( WN32)
tine t tv;

#endi f

if (argc !'=2) {

(void) fprintf(stderr, "usage: 9% <appnun¥®\n', argv[Q]);

exit(l);
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Webserver (3 of 6)

vihi 1 e(1) {

CHA22 - PART 1

/* wait for contact froma client on specified appnum*/

conn = await_contact ((appnun) atoi (argv[1]));
if (conn < 0)
exit(l);

/* read and parse the request |ine */

n = recvl n(conn, buff, BUFFS ZE);
sscanf (buff, "% 9% 98", cnd, path, vers);

/* skip all headers - read until we get \r\n al one */

while((n = recvin(conn, buff, BUFFSZE)) > 0) {
if (n=2&buff[0] = "'\r" & buff[l] = "'\n")
br eak;
}

/* check for unexpected end of file */
if (n<1 {

(voi d) send _eof (conn);
cont i nue;
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Webserver (4 of 6)

/* check for a request that we cannot understand */

iIf (strenp(end, "CGET') || (strenp(vers, "HITP 1.0") &&
strenp(vers, "HITP1.1"))) {
send _head(conn, 400, strlen(BRROR 400));
(voi d) send(conn, ERRCR 400, strlen(ERR(R 400), 0);
(voi d) send_eof (conn);
conti nue;

}

/* send the requested web page or a "not found" error */

If (strenp(path, "/") = 0) {

send_head(conn, 200, strlen(HM PAX));

(voi d) send(conn, HME PAE, strlen(HME PAX),0);
} elseif (strenp(path, "/ting") = 0) {

#f defined(LIND) || defined(SAAR S

getti neof day(& v, NULL);
tinestr = ctine(&v.tv_sec);

(void) sprintf(buff, TIME PAGE tinestr);
send _head(conn, 200, strlen(buff));
(voi d) send(conn, buff, strlen(buff), 0);
} else { /* not found */
send _head(conn, 404, strlen(BRROR 404));
(voi d) send(conn, ERRCR 404, strlen(ERR(R 404),0);

(voi d) send_eof (conn);

32
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Webserver (5 of 6)

K
voi d
send_head(connection conn, int stat, int |en)

{
char *statstr, buff[BUFS ZH ;
/* convert the status code to a string */

swtch(stat) {

case 200:
statstr = "K';
br eak;

case 400:
statstr = "Bad Request"”;
br eak;

case 404.
statstr = "Not Found";
br eak;

defaul t:

statstr = "lWhknown";
br eak;
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Webserver (6 of 6)

/~k

* send an HITP 1. 0 response wth Server, Gontent-Length,
* and ontent - Type headers.

*/

(void) sprintf(buff, "HITP 1.0 %l 9%\r\n", stat, statstr);
(void) send(conn, buff, strlen(buff), 0);

(void) sprintf(buff, "Server: 9%\r\n", SERVER NAME);
(voi d) send(conn, buff, strlen(buff), 0);

(void) sprintf(buff, "Gontent-Length: %\r\n", len);
(void) send(conn, buff, strlen(buff), 0);

(void) sprintf(buff, "Gontent-Type: text/htm\r\n");
(voi d) send(conn, buff, strlen(buff), 0);

(void) sprintf(buff, "\r\n");
(void) send(conn, buff, strlen(buff), 0);
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Summary

e Studying networks is important because

— The world Is interconnected

— Applications now operate in a distributed environment
e Thiscourse

— Coversall of networking and internetworking

— Explains the mystery

— Wil be hard work
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Summary
(continued)

e Computer networks
— Deédliver data from source to destination
— Automatically find optimal paths
— Handle problems that occur

e Wewill learn how networks do the above
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PART 11

Signals, Media, and
Data Transmission
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Transmission Of Information

e Well-understood basics
e From physics

— Energy

— Electromagnetic wave propagation
e From mathematics

— Coding theory
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Transmission Media

e Copper wire
— Need two wires
— Possibilities
*  Twisted pair
* Coaxia cable
e Optical fiber
— Hexible
— Light “‘staysin’
e Air/space
— Used for electromagnetic transmission
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Forms Of Energy Used
To Transmit Data

e Electric current

e Audible sounds

e Omni-directional electromagnetic waves
— Radio Frequency (RF)
— Infrared
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Forms Of Energy Used
To Transmit Data
(continued)

e Directiona eectromagnetic waves

Point-to-point satellite channel
Limited broadcast (spot beam)
Microwave

L aser beam

CHA22 - PART 2 5

2003



Types Of Satellites

e (Geosynchronous Earth Orbit (GEO)
e Low Earth Orbit (LEO)
— Array needed
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Two Important Physical Limits
Of A Transmission System

e Propagation delay

— Time required for signal to travel across media

— Example: electromagnetic radiation travels through space
at the speed of light (C=3x10% meters per second)

e Bandwidth

— Maximum times per second the signal can change
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Transmission Of Data

e Network hardware encodes information for transmission

e Two types of encoding

— Anaog (amount of energy proportional to value of item
sent)

— Digital (two forms of energy to encode O and 1)

e Computer networks use the latter
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Example Digital Encoding

e Medium
— Copper wire
e Energy form
— Electric current
e Encoding
— Negative voltage encodes 1

— Positive voltage encodes O
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|llustration Of
Digital Encoding

voltage

+

e Known as waveform diagram
e X-axis corresponds to time

e Y-axis corresponds to voltage
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Encoding Details

e All details specified by a standard

e Severa organizations produce networking standards
— |EEE
— ITU
— EIA

e Hardware that adheres to standard interoperable
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The RS-232C Standard

e Example use
— Connection to keyboard/mouse
— Seria port on PC
e Specified by EIA
e Voltageis+15or -15
e Cable limited to ~50 feet
e Newer EIA standard is RS-422 (ITU standard is V.24)

e Uses asynchronous communication
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Asynchronous Communication

e Sender and recelver must agree on
— Number of bits per character
— Duration of each bit
e Recever
— Does not know when a character will arrive
— May walit forever
e To ensure meaningful exchange send
— Start bit before character

— One or more stop bits after character
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| llustration Of RS-232

voltage
+15 +
O L ................................... ............. time
-15 : -
idle start 1 0 1 1 0 1 0 stop idle
e Start bit
— SameasO

— Not part of data
e Stop bhit
— Sameasl

— Follows data
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Duration Of A Bit In RS-232C

e Determined by baud rate

— Example baud rates: 9.6 Kbaud,
28.8 Kbaud, 33.6 Kbaud

— Duration of bit is 1/baud rate
e Sender and recelver must agree a priori
e Recelver samples signal

e Disagreement results in framing error
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Two-Way Communication

e Desirable in practice
e Requires each side to have transmitter and receiver

e Called full duplex

CHA22 - PART 2 16 2003



Illustration Of
Full-Duplex Communication

data data
_— -

D =

e Transmitter on one side connected to receiver on other
e Separate wires needed to carry current in each direction
e Common ground wire

e DB-9, DB-15, or DB-25 connector used

— Pin 2 Is transmit
— Pin 3isreceave
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Electrical Transmission
(The Bad News)

e |[t'san ugly world

Electrical energy dissipates as it travels along

Wires have resistance, capacitance, and inductance
which distort signals

Magnetic or electrical interference distorts signals

Distortion can result in loss or misinterpretation
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lllustration Of Distorted
Signal For A Single Bit

I

e |n practice

— Distortion can be much worse than illustrated
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Conseguences

e RS-232 hardware must handle minor distortions
— Take multiple samples per bit
— Tolerate less than full voltage

e Cannot use electrical current for long-distance transmission
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L ong-Distance Communication

e |mportant fact: an oscillating signal travels farther than
direct current

e [or long-distance communication
— Send asine wave (called a carrier wave)
— Change (modulate) the carrier to encode data

e Note: modulated carrier technique used for radio and
television
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| llustration Of A Carrier

ANV ARRYARNYA! /\\ ANV ARRYAN

_____ \ /\/\/\/ \/\/\/\/ time

e Carier
— Usually asine wave
— Oscillates continuously

e Frequency of carrier fixed
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Types Of Modulation

e Amplitude modulation (used in AM radio)
e Frequency modulation (used in FM radio)
e Phase shift modulation (used for data)
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|llustration Of
Amplitude Modulation

ﬁ\\f\\ Af /\\f\/ﬂ\f -

e Strength of signal encodes O or 1
e One cycle of wave needed for each bit

e Datarate limited by carrier bandwidth
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| llustration Of
Phase-Shift M odulation

e Change in phase encodes K bits

e Datarate higher than carrier bandwidth
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Phase-Shift Example

signa

/I / / / / / / /
AN

e Section of wave Is omitted at phase shift

e Data hits determine size of omitted section
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M odem

e Hardware device
e Used for long-distance communication
e Contains separate circuitry for

— Modulation of outgoing signal

— Demodulation of incoming signal

e Name abbreviates modul ator/demodul ator
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lllustration Of Modems
Used Over A Long Distance

long-distance
connection

modem (4 wires) modem
computer @ E computer
at site 1 \ E EI /‘ at site 2
RS-232 RS-232
can be can be
used used

e One modem at each end
e Separate wires carry signals in each direction

e Modulator on one modem connects to demodulator on other

CHA22 - PART 2 28 2003



Types Of Modems

e Conventional

— Use four wires

— Transmit modulated electrical wave
e Opticd

— Use glass fibers

— Transmit modulated light
e Wireless

— Use air/space

—  Transmit modulated RF wave
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Types Of Modems
(continued)

e Diaup
— Use voice telegphone system

— Transmit modulated audio tone

e Note: In practice, a dialup modem uses multiple tones
simultaneously
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| [lustration Of
Dialup M odem

modem

RS-232
can be
used

e Modem can
— Did
—  Answer

e Carrier is audio tone

CHA22 - PART 2

computer Voice Telephone
at site 1 \ System

Sl

modem

RS-232
can be
used

computer
at site 2
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Modem Terminology

e Full-duplex modem
— Provides 2-way communication
— Allows ssmultaneous transmission
— Uses four wires
e Half-duplex modem
— Provides 2-way communication
— Transmits in one direction at any time

—  Uses two wires
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Recall

e Propagation delay
— Determined by physics
— Time required for signal to travel across medium
e Bandwidth
— Electrical property of physical transmission system

— Maximum times per second signal can change
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Fundamental M easures Of A
Digital Transmission System

e Delay

— The amount of time required for a bit of data to travel
from one end to the other

— Usually the same as the propagation delay in underlying
hardware

e Throughput
— The number of bits per second that can be transmitted

— Related to underlying hardware bandwidth
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Relationship Between Digital
Throughput And Bandwidth

e Given by Nyquist’'s theorem:

D = 2Blog,K
where
— D Iis maximum data rate
— B iIs hardware bandwidth

— K is number of values used to encode data
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Applications Of Nyquist’s Theorem

e For RS-232

— K is 2 because RS-232 uses two values, +15 or -15
volts, to encode data bits

— Dis2Blogy,2 = 2B

e [or phase-shift encoding
— Suppose K Is 8 (possible shifts)
— Dis2Blog,8 = 2Bx3 = 6B
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More Bad News

e Physicstells usthat real systems emit and absorb energy
(e.g., thermal)

e Engineers call unwanted energy noise
e Nyquist’s theorem

— Assumes a noise-free system

— Only works in theory

e Shannon’s theorem corrects for noise
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Shannon’s Theorem

e Gives capacity in presence of noise:
C = Blogy(1 + S/N)
where
— Cisthe effective channel capacity in bits per second
— B Is hardware bandwidth
— Sisthe average power (signal)

— N isthe noise

e S/N issignal-to-noise ratio
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Application Of Shannon’s Theorem

e Conventional telephone system
— Engineered for voice
— Bandwidth is 3000 Hz
— Signal-to-noise ratio Is approximately 1000
— Effective capacity Is

300010g,(1 + 1000) = ~30000 bps

e Conclusion: dialup modems have little hope of exceeding
28.8 Kbps
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The Bottom Line

e Nyquist’s theorem means finding a way to encode more bits
per cycle improves the data rate

e Shannon’s theorem means that no amount of clever
engineering can overcome the fundamental physical limits
of areal transmission system
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Multiplexing

e [Fundamental to networking

e Genera concept

e Usedin

Lowest level of transmission systems
Higher levels of network hardware
Protocol software

Applications

CHA22 - PART 2 41
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The General Concept Of Multiplexing

sources destinations

T T ?

multiplexor shared channel demultiplexor

e Separate pairs of communications travel across shared
channel

e Multiplexing prevents interference

e Each destination receives only data sent by corresponding
source
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Multiplexing Terminology

e Multiplexor
— Device or mechanism
— Accepts data from multiple sources
— Sends data across shared channel

e Demultiplexor
— Device or mechanism
— Extracts data from shared channel
— Sends to correct destination
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Two Basic Types Of Multiplexing

e Time Division Multiplexing (TDM)
— Only one item at a time on shared channel
— Item marked to identify source

— Demultiplexor uses identifying mark to know where to
deliver

e Frequency Division Multiplexing (FDM)
— Multiple items transmitted simultaneously

— Uses multiple ‘‘channels’”’
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Transmission Schemes

Baseband transmission

Uses only low frequencies

Encodes data directly

Broadband transmission

Uses multiple carriers
Can use higher freguencies
Achieves higher throughput

Hardware more complex and expensive
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Scientific Principle Behind
Frequency Division Multiplexing

Two or more signals that use different carrier frequencies
can be transmitted over a single medium simultaneously without
Interference.

Note: this is the same principle that allows a cable TV company
to send multiple television signals across a single cable.
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Wave Division Multiplexing

e Facts
— FDM can be used with any electromagnetic radiation
— Light is electromagnetic radiation

e When applied to light, FDM is called wave division
multiplexing

— Informally called color division multiplexing

CHA22 - PART 2 47 2003



Summary

e Various transmission schemes and media available
— Electrical current over copper
— Light over glass
— Electromagnetic waves
e Digital encoding used for data
e Asynchronous communication
— Used for keyboards and serial ports
— RS$232 is standard

— Sender and receiver agree on baud rate
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Summary
(continued)

e Modems

Used for long-distance communication
Available for copper, optical fiber, dialup
Transmit modulated carrier

*  Phase-shift modulation popular
Classified as full- or half- duplex

e Two measures of digital communication system

Delay
Throughput
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Summary
(continued)

e Nyquist’s theorem

— Relates throughput to bandwidth

— Encourages engineers to use complex encoding
e Shannon’s theorem

— Adjusts for noise

— Specifies limits on real transmission systems
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Summary
(continued)

Multiplexing

Fundamental concept

Used at many levels

Applied in both hardware and software
Two basic types

*  Time-division multiplexing (TDM)

*  Frequency-division multiplexing (FDM)

e When applied to light, FDM is called wave-division
multiplexing
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PART 111

Packets, Frames, Parity,
Checksums, and CRCs
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The Problem

e (Cannot afford individual network connection per pair of
computers

e Reasons
— Installing wires consumes time and money

— Maintaining wires consumes money (esp. long-distance
connections)
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e Network has

Solution

C
D

B

— Shared central core

— Many attached stations
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The Problem With Sharing

e Demand high
e Some applications have large transfers
e Some applications cannot wait

e Need mechanism for fairness
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Packet Switching Principle

e Solution for fairness
— Divide data into small units called packets

— Allow each station opportunity to send a packet before
any station sends another

e Form of time-division multiplexing
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lllustration Of Packet Switching

multiplexing occurs

Computer 1 using channel to send a packet
computer 1 '/

l

computer 2 [} -

computer 3 D—f @
Computer 2 using channel to send a packet
computer 1 D1 l

computer 2 [} -

computer 3 D—f (b)

e Acquire shared medium

e Send one packet

e Allow other stations opportunity to send before sending
again
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Packet Details

e Depend on underlying network

—  Minimum/maximum size

— Format

e Hardware packet called a frame
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Example Frame Format Used With RS-232

soh

block of data in frame

eot

o RS-232 is character-oriented

e Specia characters

— Start of header (soh)

— End of text (eot)
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When Data Contains Special Characters

e Trandate to aternative form

e (Called byte stuffing

e Example
Character Characters
In Data Sent
soh esc X
eot escy
esc esc z

CHA22 - PART 3 9 2003



lllustration Of Frame With Byte Stuffing

esc

soh

eot

esc

(@)

soh

esc

esc

esc

esc

eot

e Stuffed frame longer than original

e Necessary evil
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Handling Errors

e Data can be corrupted during transmission
— Bitslost
— Bit values changed
e Frame includes additional information to detect/correct error
— Set by sender
— Checked by receiver
e Statistical guarantee
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Error Detection And Recovery Techniques

e Parity bit
— One additional bit per character
— Canuse
*  Even parity
* Odd parity

— Cannot handle error that changes two bits
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Error Detection And Recovery Techniques
(continued)

e Checksum
— Treat data as sequence of integers
— Compute and send arithmetic sum
— Handles multiple bit errors

— Cannot handle all errors
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Error Detection And Recovery Techniques
(continued)

e Cyclic Redundancy Check (CRC)
— Mathematical function for data
— More complex to compute

— Handles more errors
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Example Checksum Computation

H e I I 0 w 0 r I d :
|48 65 |6C 6C|6F 20|77 6F |72 6C | 64  2E

4865 + 6C6C + 6F20 + 776F + 726C + 642E + carry = 71FC

e Checksum computed over data

e Checksum appended to frame
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| llustration Of Errors
A Checksum Fails To Detect

Data ltem Checksum Data ltem Checksum

In Binary Value In Binary Value
0001 1 0011 3
0010 2 0000 0
0011 3 0001 1
0001 1 0011 3
totals 7 7

e Second hit reversed in each item

e (Checksum is the same
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Building Blocks For CRC

e Exclusive or

a | b | out
out a 0 0 0
0 1 1
b | 1 0 1
1 1 0
(@ (b)
e Shift register
. shift register L 0 shift register L
~ fiTo[a[a]o}— < fola[afol}
o:\tput val> to be \ i‘sut
value shifted in C?,‘;tﬁé‘; il il
(@ (b)
— a shows status before shift
— b shows status after shift

— Qutput same as top hit
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Example Of CRC Hardware

N\ B

{ )
~ 0lofolo 0000000}-—(}&)——{00000}__@?_7J

input

e Computes 16-bit CRC

e Registersinitialized to zero
e Bits of message shifted in
e CRC found In registers
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Example CRC Computation

of1]1]1}+
ERENENES 2t

[ [1]s]a]of—=a]1]s]s

)

l1]1]1]1

input of all 1's —s

1111 1
1111 1

)

1/1]1(1

input of all 1's —»

[1]a]s]
[2]a]s]

MMMFlH
Mhhklﬂ
thhlﬂlll

1|0

U

input of all 1's ——

e |nput dataisall 1 bits
e (CRC shown after 15, 16, and 17 bhits shifted
e [eedback introduces zeroes in CRC
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|llustration Of Frame Using CRC

soh

block of data with byte stuffing

eot

I
CRC
L

e CRC coversdata only
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Summary

e Packet technology
— Invented to provide fair access in shared network
— Sender divides data into small packets
e Hardware packets called frames
e (Can use packet-switching with RS-232
— Special characters delimit beginning and end of frame

— Byte-stuffing needed when special characters appear in
data
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Summary
(continued)

e To detect data corruption
— Sender adds information to packet
— Receiver checks
e Techniques
— Parity bit
— Checksum
— Cyclic Redundancy Check (CRC)

— Provide statistical guarantees
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PART IV

Local Area Networks
(LANS)
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Classification Ter minology

e Network technologies classified into three broad categories
e |ocal Area Network (LAN)

e Metropolitan Area Network (MAN)

e \Wide Area Network (WAN)

e LAN and WAN most widely deployed
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The Local Area Network (LAN)

e Engineering classification
e Extremely popular (most networks are LANS)
e Many LAN technologies exist
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Key Features Of A LAN

e High throughput

e Reatively low cost

e |imited to short distance

e Often rely on shared media
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Scientific Justification For
L ocal Area Networks

A computer is more likely to communicate with computers
that are nearby than with computers that are distant.

e Known as the locality principle
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Topology

e Mathematical term

e Roughly interpreted as ‘‘geometry for curved surfaces’”
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Network Topology

e Specifies genera ‘‘shape’’ of a network
e Handful of broad categories

e Often applied to LAN

e Primarily refers to interconnections

e Hides detalls of actual devices
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Star Topology

L]
computers connected / <§ hub
to network \ -
]

e Central component of network known as hub

e Each computer has separate connection to hub
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Ring Topology

connection from one
/ computer to another

e No centra facility

e Connections go directly from one computer to another
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Bus T opology

Bus (shared cable)

bbb L

e Shared medium forms main interconnect

e Each computer has a connection to the medium
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Example Bus Network: Ethernet

e Most popular LAN

e Widely used

e |EEE standard 802.3

e Several generations
— Same frame format
— Different data rates

— Different wiring schemes
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Shared Medium In A LAN

e Shared medium used for al transmissions
e Only one station transmits at any time
e Stations ‘‘take turns’ using medium

e Media Access Control (MAC) policy ensures fairness
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| llustration Of Ethernet Transmission

Ethernet Cable (shared bus)

Sending computer destination computer Sgnal propagates
transmits bits receives a copy along the entire
of a frame of each bit cable

r——
\

A

e Only one station transmits at any time
e Signal propagates across entire cable
e All stations receive transmission

e (CSMA/CD media access scheme
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CSMA/CD Paradigm

e Multiple Access (MA)
— Multiple computers attach to shared media

— Each uses same access algorithm
e Carier Sense (CS

— Wait until medium idle

— Begin to transmit frame

e Simultaneous transmission possible
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CSMA/CD Paradigm
(continued)

e Two simultaneous transmissions
— Interfere with one another
— Cadled callision
e CSMA plus Collision Detection (CD)
— Listen to medium during transmission
— Detect whether another station’s signal interferes

— Back off from interference and try again

CHA22 - PART 4 15 2003



Backoff After Collision

e When collision occurs
— Wait random time t1, 0<t;<d
— Use CSMA and try again
e |f second collision occurs
— Wait random time t,, 0<t,<2d
e Double range for each successive collision

e Called exponential backoff
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Media Access On A Wireless Net

-~ d——» = d———+

computer 1 computer 2 computer 3

e Limited range
— Not all stations receive all transmissions
— Cannot use CSMA/CD

e Examplein diagram
— Maximum transmission distance is d

— Stations 1 and 3 do not receive each other’s
transmissions

CHA22 - PART 4 17
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CSMA/CA

e Used on wireless LANS

e Both sides send small message followed by data
transmission

— ““Xisabouttosendto Y’
— ‘“‘Yis about to recaive from X'’
— Dataframe sent from Xto Y

e Purpose: inform all stations in range of X or Y before
transmission

e Known as Collision Avoidance (CA)
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Wi-FI Wireless LAN Technology

e Popular

e Uses CSMA/CA for media access

e Standards set by IEEE
— 802.11b (11 Mbps, shared channel)
— 802.11a (54 Mbps, shared channel)

e Named Wi-FiI by consortium of vendors (to enhance popular
appeal )

CHA22 - PART 4 19 2003



| dentifying A Destination

e All stations on shared-media LAN receive al transmissions
e To alow sender to specify destination

— Each station assigned unique number

— Known as station’s address

— Each frame contains address of intended recipient
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Ethernet Addressing

e Standardized by IEEE
e Each station assigned unique 48-bit address

e Address assigned when network interface card (NIC)
manufactured
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Ethernet Address Recognition

e Each frame contains destination address
e All stations recelve a transmission
e Station discards any frame addressed to another station

e |mportant: interface hardware, not software, checks address
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Possible Destinations

e Packet can be sent to:
— Single destination (unicast)
— All stations on network (broadcast)
— Subset of stations (multicast)

e Address used to distinguish

CHA22 - PART 4 23 2003



Advantages Of Address Alternatives

e Unicast

— Efficient for interaction between two computers
e Broadcast

— Efficient for transmitting to all computers

e Multicast

— Efficient for transmitting to a subset of computers
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Broadcast On Ethernet

e All 1s address specifies broadcast

e Sender
— Places broadcast address in frame
— Transmits one copy on shared network
— All stations receive copy

e Recelver aways accepts frame that contains
— Station’s unicast address
— The broadcast address
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Multicast On Ethernet

e Half of addresses reserved for multicast
e Network interface card

— Always accepts unicast and broadcast

— Can accept zero or more multicast addresses
e Software

— Determines multicast address to accept

— Informs network interface card
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Promiscuous M ode

e Designed for testing/debugging
e Allows interface to accept all packets

e Avallable on most interface hardware
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| dentifying Frame Contents

e |[nteger type field tells recipient the type of data being
carried

e Two possihilities
— Sdf-identifying or explicit type (hardware records type)
— Implicit type (application sending data must handle type)
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Conceptual Frame Format

Frame Frame Data Area
Header or Payload
e Header

— Contains address and type information
— Layout fixed
e Payload

— Contains data being sent

CHA22 - PART 4 29
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| llustration Of Ethernet Frame

Dest. Source Frame

Preamble Address  Address Type Data In Frame CRC
8 6 6 2 46 - 1500 4
~<——— Header - Payload ———

e Sender places

Sender’ s address in source
Recipient’ s address in destination
Type of data in frame type
Cyclic redundancy check in CRC
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Example Ethernet Types

Value Meaning
0000-05DC  Reserved for use with IEEE LLC/SNAP
0800 Internet IP Version 4
0805 CCITT X.25
0900 Ungermann-Bass Corporation network debugger
OBAD Banyan Systems Corporation VINES
1000-100F Berkeley UNIX Trailer encapsulation
6004 Digital Equipment Corporation LAT
6559 Frame Relay
8005 Hewlett Packard Corporation network probe
8008 AT&T Corporation
8014 Silicon Graphics Corporation network games
8035 Internet Reverse ARP
8038 Digital Equipment Corporation LANBridge
805C Stanford University V Kernel
809B Apple Computer Corporation AppleTalk
80C4-80C5 Banyan Systems Corporation
80D5 IBM Corporation SNA
80FF-8103  Wellfleet Communications
8137-8138 Novell Corporation IPX
818D Motorola Corporation
FFFF Reserved
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When Network Hardware
Does Not Include Types

e Sending and recelving computers must agree

— To only send one type of data

— To put type information in first few octets of payload
e Most systems need type information
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lllustration Of Type
| nformation Added To Data

frame
header frame data

| L

]

type information

e |n practice
— Type information small compared to data carried

— Format of type information standardized
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A Standard For Type Information

LLC — =

SNAP

AA‘AA‘OB

00 00

00

08 00

3-octet OUI identifies

=

a standards
organization

e Defined by |IEEE

e Used when hardware does not include type field

e Called LLC/SNAP header

CHA22 - PART 4
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2-octet TYPE value
defined by that
organization
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Demultiplexing On Type

e Network interface hardware
— Recelves copy of each transmitted frame
— Examines address and elther discards or accepts
— Passes accepted frame to system software
e Network device software
— Examines frame type

— Passes frame to correct software module
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Network Analyzer

e Device used for testing and maintenance
e Listens in promiscuous mode

e Produces

— Summaries (e.g., % of broadcast frames)

— Specific items (e.g., frames from a given address)

CHA22 - PART 4 36 2003



Ethernet Wiring

e Three schemes
— Correspond to three generations

— All use same frame format
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Original Ethernet Wiring

thick Ethernet cable transceiver terminator

e o

T i T
AUI cable
s
\

\_~ 'EJ -

r

e Used heavy coaxial cable
e [orma name 10Base5
e Cadlled thicknet
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Second Generation Ethernet Wiring

thin Ethernet cable

[
BNC connector terminator

e Used thinner coaxial cable
e [Forma name 10Base2

e (Cdled thinnet
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Modern Ethernet Wiring

hub

/ / twisted pair wiring

~

RJ-45 connector

e Usesahub
e [Formal name 10Base-T

e (Called twisted pair Ethernet
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Ethernet Wiring In An Office

e | s | s [ o

wiring E{
closet
T

~ office 1 office 2 office 3 office 4
|-
office 5 office 6 office 7 office 8
| = =) = | = |
(@
office 1 office 2 office 3 office 4

office 5 office 6 office 7 office 8
o | aa | o | &)

(b)
hub fié fié fié fié
office 1 office 2 office 3 office 4
T ‘ \ \
N 1 W
office 5 office 6 office 7 office 8
(c)
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A Note About Ethernet T opology

e Apparently
— Original Ethernet used bus topol ogy
— Modern Ethernet uses star topology
e |n fact, modern Ethernet is
— Physical star
— Logica bus
— Called star-shaped bus
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Higher Speed Ethernets

e Fast Ethernet

— Operates at 100 Mbps

— Formally 100Base-T

— Two wiring standards

— 10/100 Ethernet devices available
e (Gigabit Ethernet

—  Operates at 1000 Mbps (1 Gbps)

— Slightly more expensive
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Another LAN Using Bus Topology

e |ocaTalk
— Developed by Apple Corp.
— Simpleto use

— Slow by current standards
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| llustration Of LocalTalk

»
/ < short cable

L —T
— ]

|:| < transceiver
[ ]

L

| —
-

e Transcelver required per station

e Transcelver terminates cable
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Ring Topology

connection from one
/ computer to another

e Once a popular topology for LANS

e Bitsflow in single direction
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Token Passing

e Designed for ring topology

e (Guarantees fair access

e Token
— Special (reserved) message
— Small (afew hits)
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Token Passing Paradigm

e Station
— Waits for token to arrive
— Transmits one packet around ring
— Transmits token around ring

e When no station has data to send

— Token circulates continuously
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Token Passing Ring Transmission

computer not holding / 9
token passes bits

sender holding token
transmits bits of frame

destination passes
and makes a copy

sender receives
bits of frame

e Station walts for token before sending
e Signal travels around entire ring

e Sender recaves its own transmission

CHA22 - PART 4 49 2003



Strengths Of Token Ring Approach

e Easy detection of
— Broken ring
— Hardware fallures

— Interference
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Weaknesses Of Token Ring Approach

e Broken wire disables entire ring
e Point-to-point wiring
— Awkward in office environment

— Difficult to add/move stations
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Failure Recovery In Ring Networ ks

e Automatic failure recovery
e [ntroduced by FDDI
e Usestwo rings
e Terminology
— Dual-attached
— Counter rotating

— &f healing
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[llustration Of
Failure Recovery

outer ring used for data

'

inner ring
unused except
during failure

(@)

e Normal operation uses one of two rings
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[llustration Of
Failure Recovery

. stations adjacent to
outer ring used for data failed station failure loop back

' \ /

inner ring ﬂ
unused except
during failure

(@) (b)

e Normal operation uses one of two rings

e Second ring used for loopback during failure
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Token Passing Ring Technologies

e ProNet-10
— Operated at 10 Mbps
e |BM Token Ring
— Originally operated at 4 Mbps
— Later version operated at 16 Mbps
e Fiber Distributed Data Interconnect (FDDI)
—  Operates at 100 Mbps

e All are now virtually obsolete
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Example Of A
Physical Star Topology

e Asynchronous Transfer Mode (ATM)
e Designed by telephone companies
e |ntended to accommodate

— Voice

— Video

— Data
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ATM

computers

to switch

ATM switch

D (electronic)

T ~—— attached

-0

b

e Building block known as ATM switch

e Each station connects to switch

e Switches can be interconnected
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Details Of ATM Connection

. computer

fiber carrying fiber carrying
data to switch ————. | | «—  data to computer

| ATM switch

e [ull-duplex connections

e Two fibers used
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ATM Characteristics

e High datarates (e.g. 155 Mbps)
e Fixed size packets

— Called célls

— Important for voice
e Cdl sizeis 53 octets

— 48 octets of data

— 5 octets of header
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Summary

e Loca Area Networks
— Designed for short distance
— Use shared media
— Many technologies exist

e Topology refersto general shape
— Bus
— Ring
— Star
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Summary
(continued)

e Address
— Unique number assigned to station
— Put in frame header
— Recognized by hardware
e Addressforms
— Unicast
— Broadcast
— Multicast
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Summary
(continued)

e Type information
— Describes data in frame
— Set by sender
— Examined by receiver
e Frame format
— Header contains address and type information

— Payload contains data being sent
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Summary
(continued)

e Currently popular LAN technology
— Ethernet (bus)
e Older LAN technologies
— |IBM Token Ring
— FDDI (ring)
— ATM (star)
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Summary
(continued)

e Wiring and topology
— Can distinguish
* Logical topology
*  Physical topology (wiring)
— Hub alows
*  Star-shaped bus
*  Star-shaped ring
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PART V

Extending Networks
(Repeaters, Bridges, Switches)
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M otivation

e Recdl
— Each LAN technology has a distance limitation

— Example: CSMA/CD cannot work across arbitrary
distance

e However

— Usars desire arbitrary distance connections

— Example: two computers across a corporate campus are
part of one workgroup
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Extension Techniques

e Must not violate design assumptions
e Often part of original design
e Example technique

— Use connection with lower delay than copper
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lllustration Of Extension
For One Computer

AUI connection Ethernet
from computer optical fibers -
AUI connection
n B I‘ to transceiver
fiber modem fiber rTnodem
e Optical fiber
— Haslow delay

— Has high bandwidth

— Can pass signals within specified bounds
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Repeater

maximum-size Ethernet segment maximum:-size Ethernet segment
= -

[ O
> direct connection

e Hardware device
e Connects two LAN segments
e Copies signal from one segment to the other

e Connection can be extended with Fiber Optic Intra-Repeater
Link
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Repeater
(continued)

e Amplifies signals from one segment and sends to the other
e Operates in two directions simultaneously

e Propagates noise and collisions
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Repeaters And The Original
Ethernet Wiring Scheme

segment on floor 3

vertical
segment segment on floor 2

S g -

segment on floor 1

e Designed for office

e Only two repeaters between any pair of stations
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Hub
e Physically
— Small electronic device
— Has connections for several computers (e.g., 4 or 20)
e |ogicaly

— Operates on signals
— Propagates each incoming signal to all connections
— Similar to connecting segments with repeaters
— Does not understand packets
e Extremely low cost
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Connection Multiplexing

e Concept

— Multiple stations share one network connection
e Motivation

— Cost

— Convenience of wiring

e Hardware device required
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lllustration Of Connection Multiplexing

thick Ethernet cable transceiver
AUI cables

e

multi plexor

I

—
_l

T -
~—

E

e Multiplexing device attached to network
e Stations attach to device

e Predates hubs
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Modern Equivalent Of
Connection Multiplexing

e Hubs used now
e Connections on a hub
— One for each attached computer
— One for another hub
e Multiple hubs
— Can be interconnected in a daisy chain
— Operate as one giant hub

— Called stacking
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Bridge

e Hardware device

e (Connects two LAN segments

e [Forwards frames

e Does not forward noise or collisions
e | earns addresses and filters

e Allows independent transmission
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Bridge Algorithm

e Listen in promiscuous mode

e Waitch source address in incoming frames
e Make list of computers on each segment
e Only forward if necessary

e Always forward broadcast/ multicast
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Illustration Of A Bridge

standard connection
(same as other computers)

segment 1 \ segment 2

XYY

Event Segment 1 List Segment 2 List

Bridge boots
U sends to V
V sends to U
Z broadcasts
Y sends to V
Y sends to X
X sends to W
W sends to Z

cccccccl
<<<<<<
NNNNN I

< < <<

] 1X
] 1X

W

e Bridge uses source address to learn location of computers

e [earning is completely automated
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Extending A Bridge

suliging 4 building 2
bridge 7 / . _ \
optical fibers _
fiber between buildings fiber
modem modem
N J

e Typicaly optical fiber

e Can span buildings
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Satellite Bridging

O < satdlite

N S

N 7

at site 1 rrage rrage at site 2
\ /

e Can span arbitrary distance
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Apparent Problem

o segment a
(
[B.]
segment ¢ -
[B.] [B,]
segment e - ° segment f -

o segment b
)
[B:]
m, O
segment d

[B,] [B,]

m, O m, O
segment g segment h

e Complex bridge connections may not be apparent

e Adding one more bridge inadvertently introduces a cycle

e Consider a broadcast frame
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Spanning Tree Algorithm

e Allowscycles
e Used by all bridgesto
— Discover one another
— Break cycle(s)
e Known as Distributed Spanning Tree (DST)

CHA22 - PARTS 18 2003



Switch

e Electronic device
e Physically similar to a hub
e | ogically similar to a bridge
— Operates on packets
— Understands addresses
— Only forwards when necessary

e Permits separate pairs of computers to communicate at the
same time

e Higher cost than hub
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Conceptual Switch Function

ports for
computers

\D

O

switch

O

O

e Conceptual operation
— One LAN segment per host
— Bridge interconnects each pair of segments

e NOT an actual implementation
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Summary

e | ANSs

— Have distance limitations

— Can be extended
e Fiber can be used between computer and LAN
e Repeater

— Connects two LAN segments

— Repeats and amplifies all signals

— Forwards noise and collisions
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Summary
(continued)

e Bridge
— Connects two LAN segments
— Understands frames
— Uses addresses
— Does not forward noise or collisions

— Allows ssimultaneous transmission on segments
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Summary
(continued)

e Hub
— Central facility in star-shaped network
— Operates like a repeater

e Switch
— Central facility in star-shaped network
— Operates like a set of bridged segments
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M otivation

e Connect computers across
— Large geographic distance
— Public right-of-way

*  Streets
*  Buildings
*  Railroads
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L ong-Distance Transmission Technologies

o Generad solution: lease transmission facilities from
telephone company

— Point-to-point topology
— NOT part of conventional telephone system

— Copper, fiber, microwave, or satellite channels available

— Customer chooses analog or digital
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Equipment For Leased Connections

e Anaog circuit
— Modem required at each end
e Digital circuit
— DSU/CSU required at each end
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Digital Circuit Technology

e Developed by telephone companies

e Designed for use in voice system

— Analog audio from user’s telephone converted to digital
format

— Digital format sent across network

— Digqital format converted back to analog audio

CHA22 - PART 6 5 2003



lllustration Of Digitized Signal

T /2% PR IO O | ...... | .............. | .......................................
0 >

e Pick nearest digital value for each sample

e Telephone standard known as Pulse Code Modulation
(PCM)

CHA22 - PART 6 6 2003



DSU/CSU

e Performs two functions; usually a single **box’’

e Needed because telephone industry digital encoding differs
from computer industry digital encoding

e DSU portion

— Trandates between two encodings
e (CSU portion

— Terminates line

— Allows for maintenance
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| llustration Of DSU/CSU

DSU/CSU /\ DSU/CSU
m / 0 \\/ 0]

computer connection digital circuit computer
using computer using telephone
standards standards

e (Cost of digital circuit depends on
— Distance

— Capacity
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Telephone Standards For Digital Circuits

e Specified by the telephone industry in each country
e Differ around the world
e Are known by two-character standard name

e Note: engineers refer to circuit capacity as ‘‘ speed’”
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Example Circuit Capacities

e Note: T2 not popular

CHA22 - PART 6
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Name Bit Rate Voice calls Location

— 0.064 Mbps 1

T1 1.544 Mbps 24 North America
T2 6.312 Mbps 96 North America
T3 44.736 Mbps 672 North America
E1l 2.048 Mbps 30 Europe

E2 8.448 Mbps 120 Europe

E3 34.368 Mbps 480 Europe
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Common Digital Circuit Terminology

e Most common in North America
— T1 circuit
— T3 clrcuit (28 times T1)

e Also avallable

— Fractional T1 (e.qg., 64 Kbps circuit)

CHA22 - PART 6 11 2003



| nver se Multiplexing

e Combines two or more circuits
e Produces intermediate capacity circuit
e Specia hardware required

— Needed at each end

— Called inverse multiplexor
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Example Of Inverse Multiplexing

inverse mux inverse mux

DT Phone Company 4|:|
connection to pair of T1 computer
computer circuits

e (Can dternate between circuits for
— Every other bit
— Every other byte
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High-Capacity Digital Circuits

e Also available from phone company
e Use optical fiber

e Electrical standards called Synchronous Transport Sgnal
(STS

e Optical standards called Optical Carrier (OC)
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High-Capacity Circuits

Standard  Optical Bit Voice
Name Name Rate Calls
STS-1 OC-1 51.840 Mbps 810
STS-3 OC-3 155.520 Mbps 2430

STS-12 0OC-12 622.080 Mbps 9720
STS-24 OC-24  1,244.160 Mbps 19440
STS-48 OC-48  2,488.320 Mbps 38880

e SIS isstandard for electrical signals
e OC- isstandard for optical signals
e Engineers usually use OC- terminology for everything

e OC-3 popular
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L ocal L oop

e Telephone terminology

e Refersto connection between residence/business and central
office

e Crosses public right-of-way

e Originaly for analog POTS (Plain Old Telephone Service)
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Digital Local Loop Technologies

e Integrated Services Digital Network (1ISDN)
— Handles voice and data
— Relatively high cost for low bandwidth
e Digital Subscriber Line (D)
e (Cable modems

e Hybrid Fiber Coax
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Asymmetric Digital Subscriber Line
(ADSL)

e Popular DSL variant
e Runs over conventional POTS wiring
e Higher capacity downstream

e Uses frequencies above POTS
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|llustration Of ADSL Wiring

standard twisted pair

cee connecting residence
f (XX \/

—

-

ADSL
modem

|

digital connection
to local network

il

to analog
phone

Residence

)

CO’s ADSL
—c

I

switch

modem \

digital connection

to telephone to provider

Telephone Central Office

e Downstream can reach 6.4 Mbps

e Upstream can reach 640 Kbps
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Cable Modems

e Send/receive over CATV wiring
e Use FDM

e Group of subscribers in neighborhood share bandwidth
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Hybrid Fiber Coax

e Wiring scheme for cable to allow digital access
e Optical fiber
— Highest bandwidth

— Extends from central office to neighborhood
concentration points

e (Coaxid cable
— Less bandwidth

— Extends from neighborhood concentration point to
Individual subscribers (e.g., residence)
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Summary

e Technologies exist that span long distances

— Leased analog lines (reguire modems)

— Leased digital circuits (require DSU/CSUs)
e Digital circuits

— Avallable from phone company

— Cost depends on distance and capacity

— Popular capacities called T1 and T3

— Fractional T1 also available
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Summary
(continued)

e High capacity circuits available
— Popular capacities known as OC-3, OC-12

e | ocal loop refers to connection between central office and
subscriber

e | ocal loop technologies include
— DSL (especially ADSL)

— Cable modems
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PART VII

Wide Area Networks (WANS),
Routing, and Shortest
Paths
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M otivation

e Connect multiple computers
e Span large geographic distance
e Cross public right-of-way

— Streets

— Buildings

— Rallroads
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Building Blocks

e Point-to-point long-distance connections

e Packet switches
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Packet Switch

e Hardware device

e (Connectsto
— Other packet switches
— Computers

e [Forwards packets

o Uses addresses
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| llustration Of A Packet Switch

: i
Usenlio connect Z: q packet p E& used to connect

to other packet =—— _ | spitch p=——=
switches i :/ to computers

e Specia-purpose computer system
— CPU
— Memory
— 1/O interfaces

— Frmware
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Building A WAN

e Place one or more packet switches at each site
e [nterconnect switches
— LAN technology for local connections

— Leased digital circuits for long-distance connections
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| llustration Of A WAN

g u] d D
[ switch switch
¢ at [ 1 at ? ]
(] 9 site1 P N\ ( 9 site2 |
u]
)

high-speed connections
between switches

/

AT

computers e
connected o b bl 1 o o
to network switch switch

\ s e
o L b e
e |nterconnections depend on

— Estimated traffic

_ Reliability needed
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Store And Forward

e Basic paradigm used in packet switched network

e Packet
— Sent from source computer
— Travels switch-to-switch
— Deélivered to destination
e Switch
— Sores packet in memory
— Examines packet’ s destination address
— Forwards packet toward destination
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Addressing In A WAN

e Need
— Unique address for each computer
— Efficient forwarding

e Two-part address
— Packet switch number

— Computer on that switch
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lllustration Of WAN Addressing

——{ ] address[2,1]
D

switch p d switch p

address [1,2] [

1 b 2

address [18] [ , g > [ address[2,6]

e Two-part address encoded as integer
— High-order bits for switch number

— Low-order bits for computer number
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Next-Hop Forwarding

interface 1

ul

[1.2] switch p

1 h—

0N n

Y-
£

interface 4

g
g

[1,5] P

switch

!

switch

3

[3.2
(D] [3.5]

e Performed by packet switch

o Usestable of routes

e Table gives next hop
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2
- \, < e
(@

11

destination  next hop
[1,2] interface 1
[1,5] interface 1
[3,2] interface 4
[3,5] interface 4
[2,1] computer E
[2,6] computer F

(b)

2003



Forwarding Table Abbreviations

Destination Next Hop
(1, anything) interface 1
(3, anything) interface 4
(2, anything) local computer

e Many entries point to same next hop
e Can be condensed (default)

e |mproves lookup efficiency
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Sour ce Of Routing Table Information

e Manual
— Table created by hand
— Useful in small networks
— Useful if routes never change
e Automatic routing
— Software creates/updates table
— Needed in large networks

— Changes routes when failures occur
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Relationship Of Routing To Graph Theory

00— f
g 1 H — 2 b
3 4
! I
destin- next destin- next destin-  next destin-  next
ation hop ation hop ation hop ation hop
1 - 1 (2,3) 1 (3,1) 1 (4,3)
2 (1,3) 2 - 2 (3,2) 2 (4,2)
3 (1,3) 3 (2,3) 3 - 3 (4,3)
4 (1,3) 4 (2,4) 4 (3,4) 4 -
node 1 node 2 node 3 node 4
e Graph

— Node models switch

— Edge models connection
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Shortest Path Computation

e Algorithms from graph theory
e No central authority (distributed computation)
e A switch

— Must learn route to each destination

— Only communicates with directly attached neighbors
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lllustration Of Minimum Weight Path

e | abel on edge represents ‘‘distance’’

e Possible distance metric
— Geographic distance
— Economic cost

— Inverse of capacity
e Darkened path is minimum 4 to 5
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Algorithms For Computing Shortest Paths

e Distance Vector (DV)

— Switches exchange information in their routing tables

e Link-state

— Switches exchange link status information

e Both used in practice
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Distance Vector

e Periodic, two-way exchange between neighbors
e During exchange, switch sends

— List of pairs

— Each pair gives (destination, distance)
e Recelver

— Compares each item in list to local routes

— Changes routes if better path exists
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Distance Vector Algorithm

Given:
a local routing table, a weight for each link that connects to another
switch, and an incoming routing message

Compute:
an updated routing table

Method:

Maintain a distance field in each routing table entry;
Initialize routing table with a single entry that has the destination equal to the local packet switch,
the next-hop unused, and the distance set to zero;

Repeat forever {
wait for the next routing message to arrive over the network from a neighbor; Let N be the sending switch;
for each entry in the message {
Let V be the destination in the entry and let D be the distance;
Compute C as D plus the weight assigned to the link over which the message arrived,;
Examine and update the local routing table:
if (no route exists to V) {
add an entry to the local routing table for destination
V with next-hop N and distance C;
} else if (a route exists that has next-hop N) {
replace the distance in existing route with C;
} else if (a route exists with distance greater than C) {
change the next-hop to N and distance to C;

}
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Distance Vector Intuition

N be neighbor that sent the routing message
V be destination in a pair
D be distance in a pair

C be D plus the cost to reach the sender

e |f nolocal routeto V or local route has cost greater than C,
Install a route with next hop N and cost C

e Elseignore par
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Example Of Distance Vector Routing

e Consider transmission of one DV message
e Node 2 sends to nodes 3, 5, and 6

e Node 6 installs cost 8 route to node 2

e | ater, node 3 sends update

e Node 6 changes route to make node 3 the next hop for
destination 2
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Link-State Routing

e Overcomes instabilitiesin DV
e Pair of switches periodically

— Test link between them

— Broadcast link status message
e Switch

— Recelves status messages

— Computes new routes

— Uses Dijkstra' s algorithm
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Example Of Link-State I nformation

e Assume nodes 2 and 3
— Test link between them
— Broadcast information
e FEach node
— Recaives information

— Recomputes routes as needed
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Dijkstra’s Shortest Path Algorithm

e |nput
— Graph with weighted edges
— Noden

e Qutput

— Set of shortest paths from n to each node
— Cost of each path

e (Called Shortest Path First (SPF) algorithm
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Dijkstra’s Algorithm

Given:
a graph with a nonnegative weight assigned to each edge and a designated source node

Compute:
the shortest distance from the source node to each other node and a next-hop routing table

Method:

Initialize set S to contain all nodes except the source node;

Initialize array D so that D[v] is the weight of the edge from the source to v if such an edge exists, and infinity
otherwise;

Initialize entries of R so that R[v] is assigned v if an edge exists from the source to v, and zero otherwise;

while (set S is not empty) {
choose a node u from S such that D[u] is minimum;
if (D[u] is infinity) {
no path exists to nodes in S; quit;

delete u from set S;
for each node v such that (u,v) is an edge {
if (vis stillin S) {
¢ = D[u] + weight(u,V);
if (¢ <DIv]) {
R[V] = u;
D[v] = c;
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Algorithm Intuition

e Start with self as source node
e Move outward
e At each step
— Find node u such that it
* Has not been considered
* Is*'closest”’ to source
— Compute
* Distance from u to each neighbor v

* If distance shorter, make path from u go through v
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Result Of Dijkstra’s Algorithm

e Example routes from node 6
— To 3, next hop=3, cost=2
— To 2, next hop=3, cost=5
— To 5, next hop=3, cost=11
— To 4, next hop=7, cost=8
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Early WAN Technologies

e ARPANET

— Historically important in packet switching

— Fast when invented; slow by current standards
e X.25

— Early commercial service

—  Still used

— More popular in Europe
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Recent WAN Technologies

e SMDS
— Offered by phone companies
— Not as popular as Frame Relay
e Frame Relay
— Widely used commercial service
— Offered by phone companies
e ATM
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Asynchronous Transfer Mode (ATM)

e Designed by phone companies

e Single technology meant to handle
— Voice
— Video
— Data

e Intended as LAN or WAN

e Goal: replacement for Internet
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ATM Characteristics

e End-to-end (application to application)
e Connection-oriented interface:

— Establish connection

— Send data

— Close connection
e Performance guarantees (statistical)

e Usescdl switching
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ATM Cdl

e Fixed size packet (for highest speed electronics)

e Size chosen as compromise between voice (small) and data
(large)
— 5 octet header
— 48 octet payload

e Note: size not optimal for any application
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ATM Cdl Header

Bits: 0 1 2 3 4 5 6 7

FLOW CONTROL VPI (FIRST 4 BITS)

VPI (LAST 4 BITS) VCI (FIRST 4 BITS)

VCI (MIDDLE 8 BITS)

VCI (LAST4BITS)  : PAYLOAD TYPE :PRIO

CYCLIC REDUNDANCY CHECK

48 DATA OCTETS START HERE
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ATM Switch

e Building block of ATM network

e Connections to
— Computers
— Other ATM switches

e Accepts and forwards cells
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Cedll Forwarding

e Performed directly by hardware

e [ncoming cell sent to an outgoing interface
e Useslabel in cdll

e Motivation: highest speed
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L abel Switching

e ATM connection identified with 24-bit binary value

— Known as Virtual Path Identifier / Virtual Channedl
ldentifier (VPI/VCI)

— Genericaly called label
e VPI/VCI rewritten at each switch
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Example Of VPI/VCI Rewriting

sending computer switches receiving computer

X 1 2 1 2 1 2 Y

old inter- new
VPI/VCI face VPI/VCI

old inter- new

VPI/VCI  face  VPI/VCI il inter-— - new

VPI/VCI face VPI/VCI

o 0o~ W N P O
N
N

o o~ W N P O

oo o~ W N PP O
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ATM Quality Of Service

e Fine-grained (per connection)
e Specified when connection established
e Endpoint specifies

— Type of data transfer

— Throughput desired

— Maximum packet burst size

— Maximum delay tolerated
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Type Of Data Transfer

e (Constant Bit Rate (CBR)
— Example: audio
e Variable Bit Rate (VBR)
— Example: video with adaptive encoding
e Available Bit Rate (ABR)
— Example: data
e Unspecified Bit Rate (UBR)

e Each type has detailed parameters (e.g., mean, max, burst
duration)
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Sending Data Over ATM

e Uses ATM Adaptation Layer 5 (AALS)
e Accepts and delivers large, variable-size packets
e AALS5divides into cells for transmission

— Called segmentation and reassembly
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Assessment Of ATM

e F[alled to deliver on promise
e Switches too expensive for LAN

e QoS impossible to implement
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Summary

e Wide Area Networks (WANYS)

Span long distances
Connect many computers
Built from packet switches

Use store-and-forward

e WAN addressing

Two-part address

Switch/computer
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Summary
(continued)

e Routing
— Each switch contains routing table
— Table gives next-hop for destination
e Routing tables created
— Manually
— Automatically
e Two basic routing algorithms
— Distance vector

— Link state
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Summary
(continued)

e Example WAN technologies
— ARPANET
- X.25
— SMDS
— Frame Relay
— ATM
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PART VIII

Network Properties

(Owner ship, Service Paradigm,
M easur es of Performance)
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Network Ownership And Service Type

e Private
— Owned by individual or corporation
— Restricted to owner’s use
— Typicaly used by large corporations
e Public
— Owned by a common carrier
— Individuals or corporations can subscribe

— “‘Public’’ refersto availability, not data
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Advantages And Disadvantages

e Private
— Complete control
— Ingtallation and operation costs
e Public
— No need for staff to install / operate network
— Dependency on carrier

— Subscription fee
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Public Network Connections

e One connection per subscriber
— Typica for small corporation or individual
— Communicate with another subscriber

e Multiple connections per subscriber
— Typical for large, multi-site corporation

— Communicate among multiple sites as well as with
another subscriber
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Virtual Private Network

e A sarvice
e Provided over public network
e [nterconnects sites of single corporation
e Acts like private network
— No packets sent to other subscribers
— No packets received from other subscribers

— Data encrypted
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Networ k Service Paradigm

e Fundamental characteristic of network
— Understood by hardware
— Visible to applications

e Two basic types of networks
— Connectionless

— Connection-oriented
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Connectionless (CL)

e Sender
— Forms packet to be sent
— Places address of intended recipient in packet
— Transfers packet to network for delivery
e Network
— Uses destination address to forward packet

— Ddlivers
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Characteristics Of Connectionless Networks

e Packet contains identification of destination
e Each packet handled independently

e No setup required before transmitting data
e No cleanup required after sending data

e Think of postcards
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Connection-Oriented (CO)

e Sender
— Requests connection to receiver
— Waits for network to form connection
— Leaves connection in place while sending data

— Terminates connection when no longer needed

CHA22 - PART 8 9 2003



Connection-Oriented (CO)
(continued)

e Network
— Recelves connection request

— Forms path to specified destination and informs sender
— Transfers data across connection

— Removes connection when sender reguests

e Think of telephone calls
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Terminology

e |n conventional telephone system
— Circuit

e |n CO data network
— Virtual Circuit

—  Virtual Channd
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Comparison Of CO and CL

— More intelligence in network

— Can reserve bandwidth

— Connection setup overhead

— State in packet switches

— Weaell-suited to real-time applications

— Less overhead
— Permits asynchronous use
— Allows broadcast/multicast
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Two Connection Types

e Permanent Virtual Circuit (PVC)
— Entered manually
— Survives reboot
— Usually persists for months
e Switched Virtual Circuit (SVC)
— Requested dynamically
— Initiated by application

— Terminated when application exits
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Various Technologies Use

used for used for

Technology CO CL LAN WAN
Ethernet ° °

Wi-Fi ° °

Frame Relay o °
SMDS ° °
ATM ° ° °
LocalTalk ° .
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Connection Multiplexing

e Typica computer has one physical connection to network

e All logical connections multiplexed over physical
Interconnection

e Datatransferred must include connection identifier
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Connection | dentifier

e |nteger value
e One per active VC
e Not an address
e Allows multiplexing
— Computer supplies when sending data

— Network supplies when delivering data
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Example Connection Identifier (ATM)

e 24 hitslong
e Divided into two parts
— Virtual Path Identifier
— Virtual Channel Identifier
e Known as (VPI/VCI)
e Different at each end of connection

— Mapped by switches
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| llustration Of ATM VC

ID 12 used logical
a connections

ID 17 used _
R /
/ ATM switch \

ID 96 used ID 8 used

e Switch maps VPI/VCls
— 17to 12
— 9%61to8
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Two Primary Performance M easures

e Delay
e Throughput
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Delay

e Time required for one bit to travel through the network
e Three types (causes)

— Propagation delay

— Switching delay

— Queuing delay
e |[ntuition: ‘‘length’” of the pipe
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Throughput

e Number of bits per second that can be transmitted
e Capacity
e [ntuition: “‘width’’ of the pipe
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Components Of Delay

e Fixed (nearly constant)
— Propagation delay
— Switching delay
e Variable
— Queuing delay
— Depends on throughput
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Relationship Between Delay And Throughput

e \When network idle
— Queuing delay is zero

e Asload on network increases
— Queuing delay rises

e | oad defined as ratio of throughput to capacity
— Called utilization
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Relationship Between Delay And Utilization

e Define
— Dg to be the propagation and switching delay

— U to be the utilization (0<U<1)
— D to be the total delay
e Then

Do
(1-U)

e High utilization known as congestion
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Practical Consequence

Any network that operates with a utilization approaching
100% of capacity is doomed.
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Delay-T hroughput Product

e Delay

— Time to cross network

— Measured in seconds
e Throughput

— Capacity

— Measured In bits per second
e Delay x Throughput

— Measured in bits

— Gilves quantity of data ‘‘in transit’’
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Summary

e Network can be
— Public
—  Private
e Virtual Private Network
— Uses public network
— Connects set of private sites

— Addressing and routing guarantee isolation
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Summary
(continued)

e Networks are
— Connectionless
— Connection-Oriented
e Connection types
— Permanent Virtual Circuit
— Switched Virtual Circuit
e Two performance measures
— Delay
—  Throughput
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Summary
(continued)

e Delay and throughput interact
e (Queueing delay increases as utilization increases
e Delay x Throughput

— Measured in bits

— Givestotal data‘‘in trangait’’
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PART |IX

Protocols and
Protocol Layering
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Pr otocol

e Agreement about communication
e Specifies

— Format of messages

— Meaning of messages

— Rules for exchange

— Procedures for handling problems
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Need For Protocols

Hardware is low leve

e Many problems can occur

Bits corrupted or destroyed
Entire packet |ost

Packet duplicated

Packets delivered out of order
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Need For Protocols
(continued)

e Need mechanisms to distinguish among
— Multiple computers on a network
— Multiple applications on a computer

— Multiple copies of a single application on a computer
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Set Of Protocols

e Work together
e Each protocol solves part of communication problem
e Known as

— Protocol suite

— Protocol family

e Designed in layers
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Plan For Protocol Design

e |ntended for protocol designers
e Divides protocols into layers
e Each layer devoted to one subproblem

e Example: SO 7-layer reference model
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Illustration Of The 7-Layer Model

Application

Presentation

Session

Transport

Network

Data Link

Physical

e Defined early
e Now somewhat dated
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Illustration Of The 7-Layer Model

Application

Presentation

Session

Transport

Network

Data Link

Physical

e Defined early
e Now somewhat dated

e Does not include Internet layer!
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|SO Layers

e |ayer 1. Physica
— Underlying hardware
e |ayer 2. Data Link (media access)
— Hardware frame definitions
e [ayer 3: Network
— Packet forwarding
e Layer 4: Transport
— Rdiahility
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|SO Layers
(continued)

e L|ayer5: Session
— Login and passwords
e | ayer 6. Presentation
— Data representation
e |ayer 7. Application
— Individual application program
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L ayers And Protocol Software

e Protocol software follows layering model
— One software module per layer
— Modules cooperate

— Incoming or outgoing data passes from one module to
another

e Entire set of modules known as stack
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| llustration Of Stacks

stack on computer 1

Application

stack on computer 2

Application

Presentation

Presentation

Session

Session

Transport

Transport

Network

Network

Data Link

Data Link

Physical (network hardware)
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Layers And Packet Headers

original user data

A A
LLayer 7 header
Layer 6 header

Layer 5 header

Layer 4 header

Layer 3 header

Layer 2 header

e Each layer
— Prepends header to outgoing packet

— Removes header from incoming packet
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Scientific Layering Principle

Software implementing layer N at the destination receives
exactly the message sent by software implementing layer N at
the source.
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Illustration Of Layering Principle

stack on computer 1

Application

Data

identical
message

identical
message

identical
message

identical
message

identical
message

identical
message

stack on computer 2

Application

Link

Physical (network hardware)
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Protocol Techniques

e [or bit corruption
—  Parity
— Checksum
— CRC
e [or out-of-order delivery
— Seguence numbers
e Duplication

— Seguence numbers
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Protocol Techniques
(continued)

e [or lost packets

— Positive acknowledge and retransmission
e [or replay (excessive delay)

— Unique message |ID
e [or data overrun

— Flow control
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Flow Control

e Needed because

— Sending computer faster than receiving computer

— Sending application faster than receiving application
e Related to buffering
e Two forms

— Stop-and-go

— Sliding window
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Stop-And-Go Flow Control

e Sending side
— Transmits one packet
— Waits for signal from receiver
e Recelving side
— Recelves and consumes packet
— Transmits signal to sender

e |nefficient
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Sliding Window Flow Control

e Recelving side

— Establishes multiple buffers and informs sender
e Sending side

— Transmits packets for all available buffers

— Only waits if no signal arrives before transmission
completes

e Recelving side

— Sends signals as packets arrive
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lllustration Of Sliding
Window On Sending Side

window
12111|10| 9 716|514 |13|2]|1
: (@)
still LInsent already acknowledged
- Al N window f/R
12111|10| 9 716|514 |3|2]|1
(b)
window
12111|10| 9 716|514 |13|2]|1

e Window tells how many packets can be sent

e Window moves as acknowledgements arrive
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Performance

e Stop-and-go
— Slow
— Useful only in special cases
e Sliding window
— Fast
— Needed in high-speed network
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computer 1

send
packet

send
packet

send
packet

send
packet

done -

Comparison Of Flow Control

(@)
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computer 2

~ ack

send
~ack

~ack

send
~ack

22

computer 1

send
four
packets

done -

\
/

(b)

computer 2

four
acks
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Why Sliding Window?

e Simultaneously
— Increase throughput
— Control flow

* Speedup
Tw = min(B, Tg X W)

where

* Ty Is diding window throughput

* B is underlying hardware bandwidth
* Tg Is stop-and-go throughput

* W iswindow size.
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Congestion

e Fundamental problem in networks
e Caused by traffic, not hardware failure
e Analogous to congestion on a highway

e Principle cause of delay
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|llustration Of Architecture
That Can Experience Congestion

-

e Multiple sources

e Bottleneck
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Congestion And L oss

Modern network hardware works well; most packet loss
results from congestion, not from hardware failure.
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Avoiding Congestion

e Rate control
— Limit rate of data transmission
— Performed by sending computer
— Performed by network

e Network rate control
— Monitor incoming traffic
— Drop or rgject packets over rate

— Called traffic shaping
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Summary

e Protocols

— Rules for communication
— Specify syntax and semantics
—  Complex

e Protocol layering
— Intended for protocol designers
— Helps organize set of protocols

— Each layer handles one problem
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Summary
(continued)

e Problems and techniques
— Corruption: parity, checksums, CRCs
— Duplication, out-of-order delivery: sequence numbers
— Loss: acknowledgement and retransmission
— Replay: unique ID
— Congestion: rate control

— Data overrun: flow control
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Summary
(continued)

e Two types of flow control
— Stop-and-go
— Sliding window
e Sliding window
— Recealver advertises buffer
— Sender can fill entire buffer

— Produces higher performance
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PART X

| nter net